NONLINEAR INTERNAL MODEL CONTROL USING NEURAL NETWORKS: APPLICATION TO PROCESSES WITH DELAY AND DESIGN ISSUES
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Abstract – We propose a design procedure of neural internal model control systems for stable processes with delay. We show that the design of such non adaptive indirect control systems necessitates only the training of the inverse of the model deprived from its delay, and that the presence of the delay thus does not increase the order of the inverse. The controller is then obtained by cascading this inverse with a rallying model which imposes the regulation dynamic behavior and ensures the robustness of the stability. A change in the desired regulation dynamic behavior, or an improvement of the stability, can be obtained by simply tuning the rallying model, without retraining the whole model reference controller. The robustness properties of internal model control systems being obtained when the inverse is perfect, we detail the precautions which must be taken for the training of the inverse so that it is accurate in the whole space visited during operation with the process. In the same spirit, we make an emphasis on neural models affine in the control input, whose perfect inverse is derived without training. The control of simulated processes illustrates the proposed design procedure and the properties of the neural internal model control system for processes without and with delay.

Index Terms – Affine models, internal model control, inverse model, neural networks, nonlinear systems, reference model, robustness, systems with delay, tracking.

1 INTRODUCTION

There are several ways to cope with nonlinear control design for plants subject to uncertainty and disturbances: among them are robust and adaptive control methods. While neural adaptive control is being intensively developed [1] [2] [3] [4] [5], an approach of neural internal model control and of its robustness properties is presented here. In order to precise the scope of this paper, let us first recall basic notions concerning internal model control systems, their design and the properties which make them attractive.

A control system consists of the process to be controlled, and of a control device chosen by the designer. The control device computes the control input so as to convey the desired behavior to the control system. The control device generally consists of a controller and possibly other elements (filters, observer, internal model…). In this paper, the control device imposes the desired dynamic behavior with the help of a model reference controller, described in section 3. We distinguish between two types of control systems:

– Simple feedback control systems: their control device is made of the controller only (Fig. 1a). They are the most classic ones in the field of adaptive control (see [1] [2] [3] [5]). However, in the case of non adaptive neural control, since the quality of their performance relies heavily on the fidelity of the model used for the design of the controller, they can only be used if the model is very accurate and if the effect of disturbances is small (see for example [6] [7]).

– Internal model control systems: they are characterized by a control device consisting of the controller and of a predictive model of the process, the internal model. The internal model loop uses the difference between the outputs of the process and of the internal model, as shown in Fig. 1b; this difference represents the effect of disturbances and of a mismatch of the model. Note that in Fig. 1a and 1b, the control device is represented on a gray background.

Fig. 1. Two types of control systems: a) simple feedback control system; b) internal model control system.

Internal model control devices have been extensively studied in the case of a linear modeling of the process, and have been shown to have good robustness properties against disturbances and a model mismatch [8]. Developments of internal model control in the case of nonlinear models have been proposed, mainly for continuous-time models [9] [10], but also for particular classes of
discrete-time models [11]; neural discrete-time internal model control systems are discussed in [12] [13] [14] [15]. Discrete-time internal model control possesses the following properties:

(a) If the process and the controller are (input-output) stable, and if the internal model is perfect, then the control system is stable.

(b) If the process and the controller are stable, if the internal model is perfect, if the controller is the inverse\(^1\) of the internal model, and if there is no disturbance, then perfect control is achieved.

(c) If the controller static gain is equal to the inverse of the internal model static gain, and if the control system is stable with this controller, then offset-free control is obtained for constant setpoints and output disturbances.

A frequent design strategy consists in cascading the inverse of the internal model with a unit gain low-pass filter; if the control system is stable, offset-free control is guaranteed for constant inputs (i.e. setpoint and disturbances), and robustness against a possible mismatch of the internal model at high frequencies is obtained.

We propose here a general design procedure of neural internal model control systems. We first show that the design of a model reference controller for internal model control necessitates only the training of the internal model and of the inverse of the model deprived from its delay, and that the presence of the delay does not increase the order of the inverse, a fact of first importance for the training. The controller is then obtained by cascading this inverse with a rallying model which imposes the regulation dynamic behavior and ensures the robustness of the stability of the control system. A change in the desired regulation dynamic behavior, or an improvement of the stability, can be obtained by simply tuning the rallying model, without training the whole model reference controller anew. The advantages of neural networks are exploited throughout the paper, in particular, the ability of neural networks for nonlinear black-box modeling and for inverse modeling. Nevertheless, we also focus on the specific constraints of using neural networks: the robustness properties of internal model control systems being obtained when the inverse is perfect, we detail the precautions which must be taken for the training of the inverse so that it is accurate in the whole space visited during operation with the process. In the same spirit, we make an emphasis on neural models affine in the control input, whose perfect inverse is derived without training. The paper is organized as follows:

In section 2, we present the class of models we consider, models that will be used both to train a neural controller and as internal models. In section 3, we define the model reference controller associated to a given model, and show that its design for internal model control necessitates only the training of the inverse of the model deprived from its delay. The training system is then described in section 4. In section 5, the properties of the neural internal model control system we propose are analyzed, and compared to other systems proposed in the past. The design procedure and the properties of the neural internal model control system for processes without and with delay are illustrated on simulated processes in section 6.

2 NONLINEAR MODELS FOR CONTROL SYSTEMS

We are interested in stable single input / single output processes. We consider the process to be described by the following discrete-time deterministic nonlinear input-output model (“true” model):

\[
\begin{align*}
    x_p(k) &= h\{x_p(k-1), u(k-d+m+1)\} \\
    y_p(k) &= x_p(k) + p(k)
\end{align*}
\]

(2.1)

where \(x_p(k-1), \ldots, x_p(k-n)\) denotes the state \(\{x_p(k-1), \ldots, x_p(k-n)\}\) and similarly \(u(k-d+m+1), \ldots, u(k-d-m+1)\); \(d \geq 1\) is the delay; \(h\) is an unknown nonlinear function; \(y_p\) is the output, the effect of disturbances being modeled by \(p\).

A neural black-box (BB) predictive model associated to the true model (2.1) is of the form:

\[
y(k) = \phi\{y_p(k-1), u(k-d+m+1); \theta\}
\]

(2.2)

where \(\phi\) is the nonlinear function implemented by a feedforward network with weights \(\theta\). It was proved that any continuous mapping over a compact set can be approximated as accurately as desired by a feedforward neural network with one hidden layer [16] [17]. Thus, provided that \(m, n\) and \(d\) are truly determined and that \(p=0\), if the number of neurons of the feedforward part of the model is sufficient, if the size and distribution of the training sequences are appropriately chosen, and if the network is trained with an efficient algorithm, then the function \(\phi\) implemented by the neural network will be arbitrarily close to the function \(h\) in the domain delimited by the training sequences. The modeling procedure has been extensively discussed in [18] [19], and will not be dealt with here. Efficient training algorithms for recurrent neural networks are described in [20] [21] [22] for example. Unfortunately, the fact that ideally \((p=0)\) the function \(\phi\) can approach the

\(^1\) This term is defined in section 3 for the class of discrete-time models we deal with.
function $h$ defining the stable process with an arbitrary accuracy does not imply that the neural model is also stable; nevertheless, sufficient conditions for the stability of particular classes of neural networks are given in [23] [24]. We term perfect the model such that $q = h$.

After its training, it is another form of the model (2.2) (whose parameters $q$ are then fixed) that will be needed for internal model control, i.e. to train a neural controller and to implement the internal model. Let us split model (2.2) into the following model, based on the same function $q$ as model (2.2):

$$z(k) = q^E \{ z(k-1), u(k-1) \}$$  \hspace{1cm} (2.3)

and a delay $d-1$: $y(k) = z(k-d+1)$. We name model (2.3) the delay-deprived model associated to the model (2.2); it is a model with unit delay.

**Remark Concerning Affine Black-Box Models**

Less general models than (2.2), such as black-box neural models affine in the control input (ABB), are of a form lending itself to the design method used in this paper. The advantage of using these models is that their perfect inverse can be derived, without training, and thus allow a direct design of a model reference controller (as shown in section 4). An ABB model associated to the true model (2.1) is:

$$y(k) = \xi \{ y(k-1), u(k-d+1) \} + \psi \{ y(k-1), u(k-d+1) \} u(k-d)$$  \hspace{1cm} (2.4)

where $\xi$ and $\psi$ are nonlinear functions implemented by two feedforward networks obtained after a preliminary modeling procedure. Though not as general as BB models, ABB models are good representations of many physical systems (robot manipulators, mobile robots...), and are often considered in the neural network literature [1] [4] [5], especially in direct adaptive approaches.

### 3 Model Reference Control

We consider the problem of tracking a setpoint sequence $\{r(k)\}$, possibly in the presence of deterministic disturbances which might occur randomly in time, and whose effect must be cancelled (regulation task). The desired dynamic behavior of the control system is chosen to be given by a stable reference model. In this paper, the reference model is chosen linear, but according to known characteristics of the process and possibly to the saturations of the controller, a nonlinear reference model can be chosen as well (see for example the training of a minimum-time heading controller for a 4WD vehicle in [7]). A suitable linear reference model for model (2.2) is given by:

$$E (q^{-1}) y_r(k) = q^{-d} H (q^{-1}) r(k)$$  \hspace{1cm} (3.1)

where $q^{-1}$ is the backward shift operator, $r$ denotes the setpoint and $y_r$ the output of the reference model, with:

$$E (q^{-1}) = 1 + e_1 q^{-1} + \ldots + e_n q^{-n_E}$$
$$H (q^{-1}) = h_0 + h_1 q^{-1} + \ldots + h_n q^{-n_H} \quad h_0 \neq 0$$  \hspace{1cm} (3.2)

(The last relation meaning that the reference model has unit static gain). In order to achieve a “smooth” control, one should choose $n_E \geq n_H$; for simplicity, we take $n_E = n_H = n$. The final objective is thus to impose that the measured response $\{y(k)\}$ to the setpoint sequence $\{r(k)\}$ be given by:

$$E (q^{-1}) y(k) = q^{-d} H (q^{-1}) r(k)$$  \hspace{1cm} (3.3)

This can be achieved through the use of a so called model reference controller, whose definition and existence conditions follow, as well as that of the strongly related inverse model.

#### 3.1 The Model Reference Controller

Since we deal with non adaptive indirect control, the model reference controller and the inverse model will be defined with respect to the model (2.2). We will distinguish between, on the one hand, the theoretical model reference controller and the theoretical inverse model, and, on the other hand, their neural implementations which will be termed empirical.

**The theoretical model reference controller** associated to a given model (2.2) with delay $d$ is defined, if it exists, as the state-feedback controller which, when cascaded with the model in a simple feedback system, imposes the reference dynamic behavior (3.1) to this system:

$$E(q^{-1}) e(k) = E(q^{-1}) (y_r(k) - y_r(k) ) = 0$$

\[2\] In the scheme proposed here, the model reference controller imposes the same dynamic behavior for tracking and for regulation. For $r(k) = r = cte$, if a disturbance brings the output away from the setpoint $r$, the dynamic behavior of the control error after the disturbance has disappeared is given by the polynomial $E(q^{-1})$:

$$E(q^{-1}) e(k) = E(q^{-1}) (y_r(k) - y_r(k)) = 0$$
More precisely, whatever the state \( y(k), \ldots, y(k+n+1) \) of the model at time \( k \), the theoretical model reference control input \( u(k) \) is such that the behavior of the simple feedback system [controller+model] is identical to the behavior of the reference model (3.1) at all time \( k' \geq k+d \). We consider the class of models whose associated theoretical model reference controller exists and leads to bounded controls in the state domain of interest, i.e. models which are feedback linearizable and whose zero dynamics are stable. Conditions for the existence of such a model reference control law can be found in [3] [6] [25] [26]. The model reference controller is also well known in the linear literature [27]: the only condition for its existence is that the model be minimum phase (the minimum phase requirement for linear systems is equivalent to the requirement that the control law should result in a bounded control). Whereas it is easy to check the minimum phase condition for a linear system, it is impossible at present to verify analytically that the conditions required for the feedback linearizability and zero dynamics stability of a BB neural model are satisfied: one has to assume that they are satisfied and to apply the training procedure described in section 4.

The model reference controller corresponding to \( E(q^{-1}) = H(q^{-1}) = 1 \) (i.e. the reference model is the delay operator \( q^{-d} \)) is nothing but the inverse model: the theoretical inverse model associated to a given model (2.2) with delay \( d \) is defined, if it exists, as the controller which, when cascaded with the model in a simple feedback system, imposes the behavior of a pure delay \( d \) to this system:

\[
y(k+d) = r(k) = y(k+d)
\]  

(3.1.2)

It is known in the linear literature as the “one-step-ahead controller” [27].

Thus, if a different dynamic behavior is desired for tracking (i.e. an additional degree of freedom), the setpoint sequence should be appropriately filtered. Let \( E(q^{-1}) \) and \( H(q^{-1}) \) denote the polynomials associated to the desired tracking behavior; the setpoint sequence \( r(k) \) should be replaced by the filtered sequence \( r'(k) \):

\[
r'(k) = \frac{H(q^{-1})}{E(q^{-1})} E(q^{-1}) r(k)
\]

For simplicity, we consider the input of the system to be the sequence \( r(k) \).

3.2 The Model Reference Controller Equivalence

By definition, the model reference controller imposes the desired dynamic behavior (3.1.1), which can be rewritten as:

\[
y(k+d) = H(q^{-1}) r(k) + (1 - E(q^{-1})) y(k+d)
\]

(3.2.1)

Using the model expression (2.2), it follows that:

\[
y'(k+d) = H(q^{-1}) r(k) + (1 - E(q^{-1})) y'(k+d)
\]

(3.2.2)

If the feedback linearizability and bounded control assumptions hold, there exists a stable control law \( u(k) \) which can be expressed as the function \( g \) of \( H(q^{-1}) r(k) + (1 - E(q^{-1})) y(k+d) \), of the model outputs \( y(k+d) \), and of the inputs \( u(k+d) \) such that (3.2.2) is verified in the domain of interest. The expression of the theoretical model reference controller is thus:

\[
u(k) = g \left( H(q^{-1}) r(k) + (1 - E(q^{-1})) y(k+d), y(k+d), u(k+d) \right)
\]

(3.2.3)

The model reference controller is recursive, of order \( m-1 \).

Using the same derivation with relation (3.1.2), the theoretical inverse model is given by:

\[
u(k) = g \left( y(k+d), y(k+d), u(k+d) \right)
\]

(3.2.4)

This shows that the theoretical model reference controller is obtained from the inverse model by replacing \( y(k+d) \) in (3.2.4) by \( H(q^{-1}) r(k) + (1 - E(q^{-1})) y(k+d) \). This value can be considered as the output of a transversal filter that we call the rallying model\(^3\) associated to the reference model (3.1) for the model (2.2):

\[
y_{rd}(k+d) = H(q^{-1}) r(k) + (1 - E(q^{-1})) y(k+d)
\]

(3.2.5)

(as a matter of fact, the rallying model output sequence \( y_{rd}(k) \) “rallies” the model output sequence \( y(k) \) to the setpoint sequence \( r(k) \)).

Since, as mentioned in section 2, the model can be split into the delay-deprived model with output \( z \) and a delay \( d-1 \), the inverse model (3.2.4) is also the inverse of the delay-deprived model:

\[
u(k) = g \left( z_{rd}(k+1), z_{rd}(k+1), u(k+1) \right)
\]

(3.2.6)

driven by the output of a rallying model associated to the reference model, for the delay-deprived model (2.3):

\[
z_{rd}(k+1) = H(q^{-1}) r(k) + (1 - E(q^{-1})) z(k+1)
\]

(3.2.7)

This equivalence is illustrated in Fig. 2.

\(^3\) The name rallying model (in French “modèle de ralliement”) is borrowed from [28].
The theoretical inverse model (3.2.4) or (3.2.6) has been called “forward time-shift right inverse” in [29], since if \( d > 1 \) \( y(k+1), y(k+2), \ldots, y(k+d) \), or equivalently \( z(k+1), z(k+2), \ldots, z(k+d) \), contain not only outputs up to time \( k \), but also the outputs \( y(k+1), y(k+2), \ldots, y(k+d-1) \). Thus, if \( d > 1 \), the model reference controller expressed as in (3.2.4) and (3.2.5), or equivalently (3.2.6) and (3.2.7), cannot be used in a simple feedback control system where the model reference controller is cascaded with the process (i.e. the output of the model \( y \) in (3.2.4) and (3.2.5) is replaced by the measured output of the process \( y_p \)), since the outputs \( y_p(k+1), y_p(k+2), \ldots, y_p(k+d-1) \) are not available at time \( k \). It can only be used in a control system containing the model of the process, as in an internal model control system. In this case, whatever the chosen reference model, only the function \( g \) is to be estimated using a training procedure which is presented in the next section.

**Remark on Simple Feedback Control Systems.**

If \( d > 1 \) and if the model reference controller were to be used in a simple feedback control system, the predictions of the future process outputs being unavailable, the theoretical model reference controller (3.2.3) should be reformulated as a function of the past model outputs \( y(k), \ldots, y(k+n-1) \) and past inputs \( u(k), \ldots, u(k+m+1) \) only. It is possible since the future outputs \( y(k+1), \ldots, y(k+d-1) \) are functions of the past inputs and outputs, i.e. there exists a function \( \tilde{g}_E \) of these arguments such that:

\[
\tilde{g}_E \big[ H(q^{-1}) r(k), y(k+1), \ldots, u(k+m+1) \big] = g \big[ H(q^{-1}) r(k), y(k+1), \ldots, u(k+m+1) \big].
\]

The expression of the model reference control law as a function of past outputs only is thus:

\[
u(k) = \tilde{g}_E \big[ H(q^{-1}) r(k), y(k+1), \ldots, u(k+m+1) \big]. \tag{3.2.9}\]

which is given in [30] for example; the order of this controller is \( m-1+d \), i.e. it is greater than the order of the controller expressed as in (3.2.3). Moreover, \( \tilde{g}_E \) depends on the polynomial \( E(q^{-1}) \), and the controller must be retrained if the reference model is modified.

### 4 DESIGN OF A NEURAL MODEL REFERENCE CONTROLLER

For internal model control (or simple feedback control when \( d = 1 \)), whatever the chosen reference model, and once the model (2.2) has been trained, the only problem that remains to be solved is the estimation of the inverse model function \( g \). The training system of the inverse of a BB neural model, shown on Fig. 3, is a simple feedback system consisting of:

- the neural inverse model, to be trained:
  \[
u(k) = \gamma \big[ z(k+1), y(k+1), \ldots, u(k+m+1); \theta \big] \tag{4.1}\]
  where \( \gamma \) is the nonlinear function implemented by a feedforward network with weights \( \theta \), and \( \{z(k)\} \) is an appropriately chosen reference sequence;
- the delay-deprived model (2.3), which is fixed:
  \[
  z(k) = \varphi \big[ z(k+1), u(k+m+1) \big]
  \]

The cost function to be minimized is:

\[
J(\theta) = \frac{1}{2} \sum_{k=1}^{N} (z(k) - z(k))^2 \tag{4.2}\]

The size \( N \) of the training sequences and their distribution are chosen according to the future use of the controller. If the training algorithm is efficient (the reader is referred anew to the references given in section 2 for the modeling procedure) and if the network architecture is flexible enough, then the function \( \gamma \) implemented by the neural network will be arbitrarily close to the function \( g \) in the domain delimited by the training sequences. Again, criteria for the stability of the neural inverse obtained can be found in [23] [24]. We term perfect the inverse such that \( \gamma = g \); this device is the
perfect realization of the theoretical inverse. The model reference controller is then obtained by cascading the inverse model with the rallying model associated to the reference model.

**Remark Concerning Affine Black-Box Models**

The expression of the inverse of the ABB model deprived from its delay is directly derived (without training):

$$u(k) = zr(k+1) - \xi z(k+n+1, u(k-m+1))$$  \hspace{1cm} (4.3)

The advantage of using an ABB model is naturally that the inverse (4.3) is perfect.

To summarize:

Under the assumptions that the neural model (2.2) of the process is both stable and inverse stable, we have shown that the design of a model reference controller for an internal model control system involves a training procedure which is independent of the chosen reference dynamics and of the delay of the process, since only the inverse of the delay-deprived model needs to be trained. We introduced the rallying model with which the inverse is then to be cascaded with, in order to impose the desired dynamic behavior.

5 THE INTERNAL MODEL CONTROL SYSTEM

Having trained or directly derived a model reference controller, the design of a simple feedback control system is straightforward: it consists of the model reference controller in a loop with the process only. It is shown in Fig. 4 in the case $d=1$.

Since the performance of such a control system is highly dependent on the accuracy of the neural model used for the design of the model reference controller, it might be unsatisfactory (inappropriate tracking and regulation dynamics, too large a steady-state error…) if the model mismatch is too important, and not cancel the effect of disturbances. Then, if the process is stable, one can advantageously resort to an internal model control system.

5.1 The Internal Model Control System

The control device consists here of the model reference controller and of the internal model, and is shown in Fig. 5. As already mentioned in section 2, the internal model (2.2) is split into:

- the delay-deprived model (2.3) associated to (2.2):
  $$z(k) = \varphi(z(k+1), u(k+1))$$

- a delay $(d-1)$: $y(k) = z(k-d+1)$.

The model reference controller is built of:

- the neural inverse model;

- the rallying model for the delay-deprived model. Its inputs are the internal model corrected setpoint $r^*$ and the past outputs of the delay-deprived model.

Let us now consider the computations performed by the control device at time $k$, which is defined as the instant when the measured output $y_p(k)$ becomes available:

a) the difference between the outputs of the process and of the internal model:

$$e_{IM}(k) = y_p(k) - y(k) = y_p(k) - z(k-d+1)$$

b) the corrected setpoint for the internal model: $r^*(k) = r(k) - e_{IM}(k)$

c) the output of the rallying model:

$$z_{ral}(k+1) = H(q^{-1}) r^*(k) + (1 - E(q^{-1})) z(k+1)$$ \hspace{1cm} (5.1.1)
d) the control value, output of the inverse model, which is applied to the process:

\[ u(k) = \gamma \{ z_{\text{cmd}}(k+1), z(k+1), u(k+1) \} \]  

(5.1.2)

e) the output of the delay-deprived model \( z(k+1) = y(k+d) \), which will be needed at the next time step:

\[ z(k+1) = \psi \{ z(k+1), u(k+1) \} \]  

(5.1.3)

In section 1, we have briefly recalled the well established properties of internal model control systems. Our aim is now to justify the proposed control system of Fig. 5, and to specify the design precautions that must be taken in order to enhance its robustness properties.

5.2 Properties of the Proposed Internal Model Control System

The process, the internal model and the inverse model are assumed to be stable.

a) We first assume that the inverse is perfect (i.e. \( r = g \), assumption which is true in the case of an ABB model): the output of the delay-deprived model is then equal to the output of the rallying model: \( z(k+1) = z_{\text{cmd}}(k+1) \). The control system is then equivalent to that shown in Fig. 6.

![Fig. 6. The internal model control system equivalent to the control system of Fig. 5 if the inverse model is perfect; note that the feedback sequence is \( \{ e_{\text{IM}}(k) \} \).](image)

– If the internal model is perfect \( (g = h) \), the control system is equivalent to the transfer function shown in Fig. 7. It is stable, and if \( p = 0 \), perfect control \( (E(q^{-1}) y_p(k) = q^d H(q^{-1}) r(k)) \) is achieved; the effect of constant disturbances is cancelled in the steady-state.

![Fig. 7. The transfer function equivalent to the control system of Fig. 5 if the inverse model and the internal model are perfect.](image)

– If the internal model is not perfect, let us study the robustness of the stability and of the performances, as compared to the ideal situation above.

* Robustness of the stability: Let us denote by \( P \) the nonlinear operator describing the process, by \( M \) the nonlinear operator describing the internal model, by \( I \) the nonlinear operator describing the inverse model, by \( F \) the linear operator such that \( F(q^{-1}) = \frac{H(q^{-1})}{E(q^{-1})} \), and by \( Id \) the identity operator; in operator representation, the output of the process is given by:

\[ y_p = P \circ (Id + I \circ F \circ (P - M)^{-1} I) \circ F (r - p) + p \]  

(5.2.1)

Since \( F \) is a low-pass filter, the effect on the stability of unmodeled dynamics at high frequency contained in the term \( P - M \) can be thus attenuated by diminishing the bandwidth of the filter. Thus, the rallying model plays the role of the classic internal model control filter [9] which ensures the robustness of the stability with respect to a model mismatch. Thanks to the decomposition of the model reference controller into inverse and rallying model we have made, the rallying model can be tuned for stability purposes without having to modify the rest of the control device.

* Robustness of the performance: since \( y(k) = z(k+d+1) = z_{\text{cmd}}(k+d+1) \), the internal model control system of Fig. 6 is equivalent to the simple feedback control system shown in Fig. 8.

![Fig. 8. The simple feedback control system equivalent to the control system of Fig. 5 if the inverse model is perfect; note that the feedback sequence is \( \{ y_p(k) \} \).](image)

Since we imposed that \( \frac{H(q^{-1})}{E(q^{-1})} \) has unit gain, \( \frac{H(q^{-1})}{E(q^{-1}) - q^d H(q^{-1})} \) contains an integrator; thus, the effect of constant disturbances and of a model mismatch are cancelled in the steady-state.
b) If the inverse is not perfect (controller/model mismatch), the general case when the model is not an ABB model, much less can be stated about the robustness of the system. We can only try to demonstrate that the proposed neural internal model control system is the best possible. As a matter of fact, neural internal model control system are often simplified in two ways that are not justified anymore if the inverse is not perfect:

– Instead of the rallying model, which is a transversal filter, a recursive filter with input \(r^*\) and output \(z^*\) is used to drive the inverse model, as in [13] [14] for example. In the linear case, we showed in [31] that the stability of an internal model control system with a rallying model is more robust towards a controller/model mismatch than with a recursive filter.

– The internal model is removed and the rallying model is replaced by a recursive filter, as in [12] for example, see Fig. 9.

Since the process is usually equipped with an actuator whose output is limited in amplitude, the existence of an inverse is then restricted to these limits, and so is the legitimacy of the internal model removal. As a consequence, the control system of Fig. 9 is not immune to wind-up, because the loop with the delay \(d\) creates an integrator that is never switched off, as opposed to the control system that we propose.

5.3 Design Precautions for Internal Model Control Systems Based on Black-Box Models

Let us now specify the design precautions that must be taken in the case of a BB neural network based internal model control system, in order to maximize its robustness properties. One should keep in mind that the validity domain of the neural inverse model is restricted to the domain of the state space it was trained in, i.e. the domain explored when driven by the training reference sequence \(\{z_r(k)\}\). During the operating phase, the neural inverse model controls the internal model, i.e. its inputs are the outputs \(\{z(k)\}\) of the internal model and the output \(\{z_{\text{ref}}(k)\}\) of the rallying model, which might evolve in a larger region of the state space than the process, due to a model mismatch and to disturbances. Thus, the training reference sequence \(\{z_r(k)\}\) must be representative of \(\{z_{\text{ref}}(k)\}\). Practically, it must be computed from a setpoint sequence exploring a larger domain (depending on the model mismatch and the expected disturbance) than that wished for the outputs \(\{y_p(k)\}\) of the process, with a faster model than the reference model (see [31] for an illustrative example: the piloting of a 4WD vehicle). This constraint on BB models, added to the difficulty to assess the robustness of the system, makes ABB models again really advantageous for internal model control.

6 ILLUSTRATIVE EXAMPLES

This section presents the modeling and control of simulated processes. The internal model control system presented in the previous section, as well as a simple feedback control system, are designed using successively a BB and an ABB model of the process, and their performances are compared on representative setpoint sequences, in the presence of disturbances. A process with delay is then considered, and the use of a delay-deprived model for IMC illustrates the simplicity of our design procedure for processes with delay (see also [32] for such an illustration).

6.1 The Process to Be Controlled

The process to be controlled is simulated by the following discrete-time equations:

\[
\begin{align*}
    x_p(k) &= h(x_p(k-1), x_p(k-2), u(k-1)) \\
    y_p(k) &= x_p(k) + p(k)
\end{align*}
\]

where the function \(h\) is given by:

\[
h(z_1, z_2, z_3) = \frac{24 + z_1}{30} - 0.8 \frac{z_2^2}{1 + z_3^2} + 0.5 z_3
\]

For large input amplitudes, the process is a stable nonlinear oscillatory low-pass filter (see Fig. 10).

More specifically, around operating points \([u_0, y_0]\), its behavior is the following: (i) around \([0, 0]\), it behaves like a damped first-order filter with time constant \(3.6 T\) (\(T\) is the sampling period); (ii) around operating points corresponding to \(0.1 < |u_0| < 0.5\), it behaves like an oscillatory second-order filter with pseudo-period \(5 T\); (iii) for operating points corresponding to larger \(u_0\), the behavior becomes more complex. The amplitude of the control \(u\) is limited to \([-5; 5]\) by a saturation of the
actuator output; for a constant amplitude 5 of the control input, the steady-state output is equal to 2.7, and for an amplitude of -5, to -2.3.

The reference model is obtained by a discretization of the continuous-time damped linear second-order model with time constants $T$ and 1.2 $T$, and with unit static gain:

$$y_r(k+1) + e_1 y_r(k) + e_2 y_r(k-1) = h_0 r(k) + h_1 r(k-1)$$

(6.1.3)

where: $e_1 = -0.803$; $e_2 = 0.160$; $h_0 = 0.232$; $h_1 = 0.126$.

### 6.2 Modeling the Process for Control

The control input sequence for the training of the internal model consists of pulses of random amplitude in the range [-5; 5] with a duration of 10 sampling periods; the total length of the sequence is 1000. A control input sequence used for the performance estimation is generated in the same manner; it is shown in Fig. 10. The process is not disturbed ($p=0$) during the recording of the training and performance estimation sequences.

![Fig. 10. The performance estimation sequences for the modeling of the simulated process.](image)

In order to design control systems based on the two types of models, ABB and BB candidate models were trained. We retained the two following candidates:

- a BB neural model ($n=2$, $m=1$, $d=1$):

$$y(k) = \psi(\ z(k-1), y(k-2), u(k-2))$$

(6.2.1)

where $\psi$ is a function implemented by a fully connected network$^4$ with 5 sigmoidal hidden neurons and a linear output neuron. Using a quasi-Newton algorithm, we obtained a mean square error on the training sequences (TMSE) of $1.2 \times 10^{-5}$ ($\text{TMSE} = 3.5 \times 10^{-3}$), and a mean square error on the sequences for performance estimation (PMSE) of $1.4 \times 10^{-5}$ ($\text{PMSE} = 3.7 \times 10^{-3}$).

- an ABB neural model ($n=2$, $m=2$, $d=1$):

$$y(k) = \xi( y(k-1), y(k-2), u(k-2)) + \psi( y(k-1), y(k-2), u(k-2)) u(k-1)$$

(6.2.2)

where $\xi$ and $\psi$ are implemented by two fully connected subnetworks with 5 sigmoidal hidden neurons and linear output neurons. Its TMSE is equal to $1.7 \times 10^{-2}$ ($\text{TMSE} = 1.3 \times 10^{-1}$) and its PMSE to $1.9 \times 10^{-2}$ ($\text{PMSE} = 1.4 \times 10^{-1}$).

As the simulated process itself is not an ABB system, it is not necessarily possible to get a very accurate ABB model; the above performance is the best we could obtain with an order of 2 and two delayed control inputs (i.e. one more than for the BB model). Nevertheless, we are going to show that control systems based on this ABB model have satisfactory performances, due to the possibility of deriving the perfect inverse of the ABB model.

### 6.3 Design of the Inverse Models

The process is to be controlled for setpoint pulses of amplitude in the range [-2; 1.75] (this range is comprised in the output range in the steady-state, as described in section 6.1).

#### 6.3.1 Training the Inverse of the Black-Box Neural Model

The inverse model is trained using the training system described in section 4 and Fig. 3 for a model with $d=1$ (in that case $z(k) = y(k)$), which consists of:

- the neural inverse model, to be trained:

$$u(k) = \gamma( y_r(k+1), y(k), y(k-1); \theta)$$

(6.3.1.1)

where $\gamma$ is a function implemented by a fully connected network with sigmoidal hidden neurons, and where, according to the actuator limits, the activation function of the output neuron is the saturation function $\text{sat}(v, 5.0)$, i.e.:

$$\text{sat}(v, a) = v \text{ if } |v| < a ; \text{ sat}(v, a) = a \text{ sign}(v) \text{ if } |v| \geq a.$$  

(6.3.1.2)

- the BB neural model (6.2.1), whose weights are now fixed:

$$x_i = f_{j}( \sum_{k=1}^{N_r} \theta_{ij} x_k )$$

where $f_j$ is the activation function of neuron $i$. Neuron $N_r+1$ to $N_r+N_r$ is the output neuron.

---

$^4$ A fully connected network with $Ne$ inputs $\{x_1, ..., x_N\}$, and $N_r$ ordered neurons, is such that the output $x_i$ of neuron $i$ is given by:
\[ y(k) = \psi(y(k-1), y(k-2), u(k-1)) \]

The training reference sequence \( \{y_r(k)\} \) is computed as the output of the reference model for a setpoint sequence consisting of pulses of random amplitude in the range \([-3; 3]\), and with a duration of 20 sampling periods; the total length of the sequence is \( N = 1000 \). The maximum amplitudes are chosen so as to fully explore the desired output amplitude range and to reach the saturations. With 5 hidden neurons, we obtain a mean square error on the training sequences

\[
\frac{1}{N} \sum_{k=1}^{N} (y_r(k) - y(k))^2 = 5.6 \times 10^{-4} \text{ (i.e. a root mean square error of } 2.4 \times 10^{-2}) .
\]

Since most errors are due to the saturation, increasing the number of neurons does not diminish the mean square error significantly.

### 6.3.2 Deriving the Inverse of the Affine Black-Box Neural Model

The inverse of the ABB model (6.2.2) is directly derived:

\[
u(k) = \frac{y_r(k+1) - \bar{\psi}(y(k), y(k-1), u(k-1))}{\psi(y(k), y(k-1), u(k-1))}
\]

its weights being now fixed.

### 6.4 Implementation of the Control System

The simple feedback and internal model control systems based on the ABB and BB models are now tested with the simulated process. The setpoint sequence consists of pulses with amplitudes in the range \([-2; 1.75]\); the total length of the sequence is \( N = 330 \). The process is affected by an output additive disturbance denoted by \( p \), which consists of randomly occurring pulses of amplitude \(-1\).

#### 6.4.1 Simple Feedback Control

The behavior of the simple feedback control system based on the BB neural model is shown in Fig. 11a. The performance of the simple feedback control system based on the ABB model is similar, and thus not shown here: the mean square error \( \frac{1}{N} \sum_{k=1}^{N} (y_r(k) - y(k))^2 \) equals 0.81 with the BB and 0.82 with the ABB system (that is the root mean square errors equal roughly 0.9). A disadvantage of simple feedback control systems appears clearly: constant disturbances lead to important steady-state errors.
Note that the poor performance of the SFC system could be improved by using a recursive reference model instead of the rallying model: the steady-state error would then be reduced. But on the other hand, this would lead to large variations at the control input when the disturbance occurs.

6.4.2 Internal Model Control

The performances of the two internal model control systems are quantitatively still very similar (the value of their mean square error is equal to 0.03, that is a root mean square error of 1.7 \times 10^{-1}), but their behavior shows important qualitative differences. The behavior of the internal model control system based on the BB model is shown in Fig. 11b. \( y \) denotes the output of the internal model. Despite the internal model control structure, when the disturbance occurs, its effect is not fully cancelled (it appears clearly in the control error shown in Fig. 11d). This is due to the fact that the model output value is close to or reaches 3, that is the limit of the domain the inverse model was trained in: the neural inverse model is not accurate in this state region. Retraining the controller in a larger domain leads to zero error, but our goal is to emphasize the importance of the design precautions sketched in section 5. The behavior of the internal model control system based on the ABB model is shown in Fig. 11c, and its control error in Fig. 11d. As opposed to the inverse of the BB model, the inverse (6.3.2.1) of the ABB model is perfect; as a consequence (property described in section 5.2.a), the effect of constant additive disturbances is asymptotically cancelled (see the zero steady-state error on Fig. 11d). Nevertheless, the mismatch between the process and the ABB model induces small oscillations after the transitions.

6.5 Application to a process with delay

In order to show that our procedure is not more complex in the case of a process with delay, a second process is chosen to be characterized by the same input-output relationship as process (6.1.1) but with a delay \( d=10 \). This process is thus simulated by the following discrete-time system:

\[
\begin{align*}
\{ & x_p(k) = h( x_p(k-1), x_p(k-2), u(k-10)) \\
& y_p(k) = x_p(k) + p(k)
\end{align*}
\]  

(6.5.1)

The delay-deprived model of (6.5.1) is thus given by the same function \( \phi \) of the BB neural model (6.2.1) (alternately, one could use the function of the ABB model):

\[
\begin{align*}
\{ & z(k+1) = \phi( z(k), z(k-1), u(k)) \\
& z(k) = \phi(z(k-1), u(k))
\end{align*}
\]  

(6.5.2)

The neural inverse (6.3.1.1) can thus be used in an IMC system for process (6.5.1). Its behavior is shown in Fig. 12a.

The errors of the IMC control systems for process (6.1.1) and process (6.5.1) with delay \( d=10 \) are shown in Fig. 12b. If we except the uncancellable errors due to the pure delay, the performance of the IMC system of process (6.5.1) is identical to that of process (6.1.1). The same conclusions can be drawn from the behavior of the IMC systems using the ABB model and its perfect inverse.

---

5 The control error is computed as the difference between the output of the reference model (not shown on the graphs for the sake of clarity), and the output of the process, that is \( y_r - y_p \).
7 CONCLUSION

We have presented a design procedure of neural internal model control systems based on a model reference controller. We have shown that it can be built from the inverse of the delay-deprived model (which needs to be trained) and a rallying model (not trained) imposing the desired dynamic behavior; if necessary, the model reference controller can thus be modified by simply tuning the rallying model. The rallying model has then been shown to have the properties required to play the role of the classic internal model control filter. The advantage of internal model control systems is their robustness with respect to a model mismatch and to disturbances; these properties being obtained if the model reference controller is perfect, we have shown the advantage of using affine black-box neural models, which allow the derivation of their perfect inverse model. We have also stressed the design precautions that must be taken when the inverse needs to be trained, i.e. in the case of a fully black-box model. This design procedure of neural internal model control systems was illustrated here on simulated processes; it was also successfully applied to the longitudinal piloting of a 4WD Mercedes vehicle [31] [33].
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